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TO THE SON OF MAN 
WHO ATE THE SCROLL
2016
An android seated amongst a number of artworks 
delivers a speech with a deep, silky male voice. His 
hyper-realistic, fleshy features, resembling a male 
in his twenties or thirties, clash with the fabricated 
appearance of his mechanical joints and textile 
covered body, amplifying the artificial nature of 
his movement. As he explains, his speech “will not 
be ordinary, because these times are anything but 
ordinary.” In these times, the times known by the 
robot, the human perspective is no longer valid. 

Conceived by Macuga and produced in Japan, 
this android is at the heart of the site-specific display 
To the Son of Man Who Ate the Scroll, which takes 
over the ground floor space of the Podium and 
includes a selection of works of art evoking ideas of 
the cosmos—such as The Golden Sphere (1992) by 
James Lee Byars, Phillida Barlow’s Untitled: 
Hanginglumpcoalblack (2012), Float (1970) by Robert 
Breer, Colpo di Gong (1993) by Eliseo Mattiacci,  
one of Thomas Heatherwick’s Extrusion Seats 
(2015), Giocoliere no. 3 (1967–1968) by Ettore Colla, 
and Alberto Giacometti’s Cubo (1934).

It is unclear whether he is reciting and 
rehearsing his speech, preparing it for delivery to an 
unidentified audience; whether his speech is in  
fact a carefully constructed soliloquy representing 
his own reflections on the current situation; or 
whether he is merely functioning in accordance  
with his programming, unconsciously delivering a 
pre-recorded message. His monologue is a 
compound of sorts; compiled from numerous 
excerpts of significant speeches―an architectural 
composition of ideas that refers to the relationship 
between Ars memorativa, the art of rhetoric and 
artificial intelligence. He introduces himself, during 
his oration, as “a repository of human speech,”  
and an anxious uncertainty about his purpose  
(and perhaps existence) flickers as he follows his 
introduction with a disclaimer that “who this 
knowledge is preserved for is no longer clear.” This 
haunting reference to the image of technology’s 
capacity to outlive humanity used in works such as 
Isaac Asimov’s The Last Question and Ray 
Bradbury’s There Will Come Soft Rains, offers a 
disturbing vision of a world beyond ourselves. In 
2015, cosmologist and astrophysicist Martin Rees 
warned that “Robots must abide by laws—or 
humans could become extinct.” His is not the first of 
such expressions of concern about the increasing 
power and potential of artificial intelligence, nor is  
it the first imagining of the conditions and causes of 
the extinction of humanity. While some scientists 
dedicate their lives to finding solutions to secure our 
survival in uninhabitable times and spaces, others 
flirt with seemingly riskier proposals, seeking 
“better,” invincible bodies that might one day make 
our own fragile flesh obsolete. 

Serving as an initiation speech, covering subjects 
from the end of history to the end of gender, the 
robot addresses different forms of endings for 
humanity as well as the very definition of humanity 
itself. A definition somehow blurred, and possibly 

threatened, by the presence of this uncanny 
“man-made man” whose last sentence, echoing  
a speech given by the monster of Frankenstein, 
asks as if waking from a dream of electric sheep,  
“What was I?” This pertinent question, raised  
by what presents himself as a semi-sentient being, 

seems to be posed as an expression of the 
android’s confusion over his provenance. But when 
confronted with the experience of eye contact  
with the android, perhaps this question is instead 
expressing humanity’s anxiety about itself in the 
wake of its technological creations.

WHERE THE TRUTH LIES: ART, SCIENCE, TECHNOLOGY AND THE MODERN PROMETHEUS
Ariane Koek

But where were my friends and relations? No father had watched my 
infant days, no mother had blessed me with smiles and caresses; or 
if they had, all my past life was now a blot, a blind vacancy in which 
I distinguished nothing. From my earliest remembrance I had been 
as I then was in height and proportion. I had never yet seen a being 
resembling me.

WHAT WAS I? 1

One stormy night in Geneva by the shores of Lake Leman, a young 
woman of 18 created a monster which has haunted the human imagi-
nation ever since. Mary Shelley told the tale of Dr Frankenstein and 
his “monstrous creation” in 1816 during a time of rapid developments 
in Romantic medical science, which had begun to raise fundamental 
questions about the nature of life itself.

Scientists such as the Italian physicist Giovanni Aldini, Sir  
Humphry Davy and Erasmus Darwin were closely examining the 
power of electricity to see whether it had the potential to animate the 
dead as the vital connection between dead and living matter. This 

was the newly emerging science of Vitalism, which would become 
the theory of Vitality—or the Life Force: “a subtle, mobile, invisible 
substance, super added to the evident structures of muscles or other 
form of vegetable animal matter, as magnetism is to iron, and as 
electricity is to various substances to which it may be connected.” 2

These preoccupations are echoed by the fictional Dr Victor 
Frankenstein as he embraces science, and in particular the pos-
sibilities of vitalism that electricity was considered to possess. He 
commits himself to uncovering the truth about life, which is not just 
based on blood as the vital force, but with the body itself: “….with an 
anxiety that almost amounted to agony I collected the instruments 
of life around me, that I might infuse a spark of being into the lifeless 
thing that lay at my feet.” 3
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1  Mary Shelley, Frankenstein  
(Oxford: Oxford University Press, 
2009), p. 121. Frankenstein’s speech.

2  Richard Holmes, The Age of  
Wonder – How the Romantic 

Generation Discovered the  
Beauty and Terror of Science  
(New York: Harper Press,  
2008), p. 309.

3  Mary Shelley, op. cit., p. 57. 
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Frankenstein refuses ultimately to create this longed for compan-
ion, and once again rejects his hideous offspring by denying him any 
relationship at all. Thus the monster only achieves kinship outside 
the novel, with another being from the future, and not even within his 
own frame of reference—the novel. Both inventions are other than 
human, and outside the Anthroprocene due to their unnaturalness. 
Or are they? After all they are both manmade and exist because 
of, not in spite of, human knowledge. Both are predictions of the 
future created by the human imagination. The fact that the robot is 
as much part of the Anthroprocene as humankind is also suggested 
by it being surrounded on the podium by human-made abstract 
artworks that relate to the cosmos and are geometric in form: works 
such as Giocoliere no. 3 by Ettore Colla and James Lee Byars’ The 
Golden Sphere, which have been selected by Goshka, as well as 
works by Goshka herself. This context also seems to suggest that 
the robot is as much a pre-existing artwork that has been chosen by  
Goshka as the objects which surround it. Ironically, its attire also 
reinforces this idea: its clothes are made from cannibalized sections 
of iconic paintings—a patchwork of art, just like the patchwork of 
body parts that comprised Frankenstein’s monster. The robot is 
“framed” by humanity—and is not yet fully able to be outside it as  
an independent entity with its own knowledge system. The impli-
cation is that knowledge can never be complete and an ultimate 
truth—but it can be transmitted in many entangled ways and via the 
connections we make instinctively and individually between them.

This dissemination of knowledge symbolized by the artworks, the 
robot and his words is given another dimension in the exhibition by the 
immense sculpture that straddles three rooms in Fondazione Prada. 
It comprises 60 large, cast heads of yet more people (in addition to 
those represented in the robot’s speech) who, throughout history, 
have forged new knowledge and awareness—from members of the 
Russian activist group Pussy Riot, the arts activists Guerrilla Girls, 
and the whistleblower Edward Snowden, to the 18th-century French 
playwright Olympe de Gouges and St. Augustine. These heads of 
great thinkers are suspended as if in a silent but potential dialogue 
with each other about the beginnings and endings of knowledge. 11

The structure has another meaning. The heads are connected 
by a steel cable as if part of a scientific molecular structure. This 
infers that these thinkers are part of our DNA and the molecular 
structure of our bodies and knowledge, which is maybe why they 
do not need to be heard. They are in the very fabric of our existence. 
But the meaning may equally be that they are silent and suspended 
because they are cut off and frozen in time, belonging to a past which 
can no longer be present. 12

Like the monster in Mary Shelley’s novel, the robot and his spoken 
words, the scrolls, historical artifacts, books, manuscripts and the 
robotic drawing hands on the six tables upstairs, the artworks on 
display in the mezzanine, and the 60 heads in the molecular structure 
together form an assemblage or body of knowledge that represents 
the original meaning of the word “science” first used in the 12th 
century in France. Art and science are thus entwined and implicated 
as sources of knowledge that can be given material substance. 
Methodology, matter and imagination are fused, and both the monster 
and the robot represent a subjective summation and embodiment by 

both artists of the state of human knowledge in culture at their time 
and the questions that it raises. The implication is that knowledge 
has to exist within a body—whether artificial or human. It has to 
have a location/place to be both dead (made in the past) and alive 
(existing in the present)—showing the inherent quantum state of 
knowledge—like Schrödinger’s infamous cat.

This idea is further enforced by the monster in Frankenstein, like 
the robot’s speech and the exhibition itself, being composed from 
different body parts—in the monster’s case limbs, organs, hair, lips, 
eyes—all collected from different charnel houses—a symbol of the 
accumulation of different bits of scientific knowledge at the time. 
These bits and pieces are sewn together to create new life out of 
dead matter and form a body so “that I might infuse a spark of being 
into the lifeless thing that lay at my feet.” 13  This is a corpse dissection 
in reverse—making new life from old, rather than an autopsy which 
dissects the dead to see how the dead have lived their lives. At the 
time it was written, this was seen as blasphemous and shocking, 
and as an imaginative extension of the promises that the growing 
body of scientific knowledge had yet to realize. 

Both these organized bodies of knowledge are laid out for us to 
see in the works of art: an exhibition and a novel/display of words 
that was the first exemplar of the genre science fiction—a term that 
inherently epitomizes the contradiction of being simultaneously  
both truth and lies. Thus in the monster’s case, the organiza-
tion/assemblage of knowledge is a terrifying one as his creator, 
Dr Frankenstein, attests because it walks the line between reality 
and unreality, the familiar and the unfamiliar, which Freud named 
the unheimlich (uncanny) and which the monster so clearly embod-
ies: “How can I describe my emotions at this catastrophe, how  
delineate the wretch whom with such infinite pains and care I 
had endeavoured to form? His limbs were in proportion, and I had 
selected his features as beautiful. Beautiful – Great God! His yellow 
skin scarcely covered the work of muscles and arteries beneath; 
his hair was of a lustrous black and flowing: his teeth of a pearly  
whiteness; but these luxuriances only formed more horrid con-
trasts with his watery eyes, that seemed almost of the same  
colours as the dun white sockets in which they were set, his  
shrivelled complexion and straight back lips.” 14

That a body made out of the latest scientific knowledge should be 
so hideous and repulsive stands in stark contrast with the smooth, 
serenity and otherworldliness of Goshka’s robot. And yet, like the 
monster, the robot represents humankind’s quest for perfection 
through knowledge in a now superior technological age that also 
seeks to defy time’s arrow. Like the work of contemporary Japanese 
robot inventor Hiroshi Ishiguro, whom Goshka visited in her research 
for the exhibition, robots can be seen as the embodiment of our 
perfection projected onto a machine, as well as our wish for immor-
tality. But this also points to what is essentially also the contradic-
tion in being human: that humankind essentially wants to replicate 
humankind, and is caught in a narcissistic, Anthroprocene, two-
way mirror of self-representation that 17th-century French ratio-
nalist René Descartes propelled us into with “Cogito, Ergo Sum,” 
and which we have tried to struggle out of ever since. We cannot  
think outside ourselves.

4  Ibid., p. 53.
5  Why War? was published in 
1933. The gist of the correspon- 
dence is preserved in: Albert 
Einstein, Einstein on Peace 
(New York: Random House, 
1988).

6  Ibid. 
7  “[N]othing is so gentle as man  

in his primitive state, when 
placed by nature at an equal 
distance from the stupidity of 

brutes and the fatal 
en- lightenment of civil man”. 
Jean-Jacques Rousseau, 
Discourse on the Origin of 
Inequality, Part 2—The Basic 
Political Writings (Indianapolis: 
Hackett, 1992), p. 64.

8  This is echoed in the myth of 
Prometheus, in some versions 
of which he is chained by Zeus 
to a rock in punishment for 
stealing knowledge and his  

liver is consumed each day  
by an eagle before being 
recreated. Feeding is 
destructive—and also a 
punishment. See also Goshka’s 
list in which she mentions  
John Latham’s Art and Culture 
(1966–1969) in the exhibition, 
which also echoes this  
double meaning of consump-
tion. Latham held a dinner  
party at which guests were 

asked to chew the pages from 
Art and Culture. He tried  
to return the masticated form, 
which he called Alien Culture, 
to the library—but this was 
refused and in the end had to 
resign his position as a tutor  
at St. Martin’s School of Art).

9  Robot’s speech.
10  Mary Shelley, op. cit., p. 146.
11  This is a reference to a  

conversation I had with  

Goshka in September 2015.
12  The structure also recalls 

“Atomium’—the central  
piece of Expo 58 held in 
Brussels in 1958. This  
World Fair was said to be a  
celebration of the boundless 
optimism in post-war society, 
characterized by a confidence 
in the future.

13  Mary Shelley, op. cit., p. 57. 
14  Ibid., p. 57.

Leap 200 years forward into the present, and these 
questions about knowledge and what makes us human 
are still, like the myth of Frankenstein’s monster, very much 

alive. The investigation of the relationship between dead matter (veg-
etable and material life) and living matter (human and animal) has now  
been joined in the 21st century by the rise of artificial intelligence, and  
how this new technology relates to our knowledge and experience of  
being human. Across two centuries, the same questions remain: What  
gives us life? What is consciousness? What role do memory and history  
play, as well as gender and sexuality? And what is the role of knowledge, 
time and memory in building our identities in the world? 

It is these questions which are interrogated and arise repeatedly 
in both Goshka Macuga’s exhibition at Fondazione Prada and in Mary 
Shelley’s novel Frankenstein, subtitled “The Modern Prometheus” in 
reference to the Titan of Greek myth who stole fire, symbolic of knowl-
edge, from the gods. By looking at Goshka’s exhibition through the 
lens of Mary Shelley’s “grim waking dream,” which is directly quoted 
in the exhibition twice, we discover how the novel’s preoccupations 
are entangled across time and space with those of the exhibition and 
continue to resonate and interact to this day. We are closer than ever 
to the moment when the book which gave birth to the literary genre 
known as science fiction is in the process of becoming science fact.

Goshka Macuga, like Mary Shelley before her, is fearless in asking 
questions and challenging the systems of power and control around 
the production of knowledge. Both artists investigate what it is to 
be human and where the truth lies in our society (and the pun in the 
English on “lies” meaning “resides” and “telling untruths” is inten-
tional). They do this by engaging with the two dominant forms of 
knowledge-creation in our society—Art and Science—and employing 
the means by which we increasingly apply and communicate this 
knowledge—Technology—which is swiftly also becoming a cultural 
knowledge-maker in the 21st century.

Thus, at the center of Fondazione Prada sits a life-like robot. He is 
like no other being in the exhibition: technological, yet watchful and 
open. He speaks a text composed of fragments of the thoughts of 
filmmakers, philosophers, artists, writers and activists down the ages, 
including this one from Mary Shelley’s Frankenstein: “How dangerous 
is the acquirement of knowledge and how much happier that man is 
who believes his native town to be the world, than he who aspires to 
be greater than his nature will allow.” 4  This quotation points to the 
theme underlying the exhibition and text: the brutality of knowledge. 
Apparently, the most constructive of human activities to accumulate 
knowledge about nature and existence can also be the most destruc-
tive, leading to the fall of civilizations and possibly human extinction. 

It is this contradiction that also lies at the heart of the exchange 
of letters, which have long fascinated Goshka Macuga, between 
the Viennese father of psychoanalysis, Sigmund Freud, and  
the German-born physicist Albert Einstein about the nature and 
future of humankind. These letters are collected in a volume  
called Why War? published in 1933, which is also on display in the  
exhibition as part of the accumulation of artifacts of knowledge- 
making displayed on the deliberately laboratory-like inspections 
tables. The exchange between the pair was commissioned by the 
League of Nation’s newly-formed International Institute of Intellectual 
Cooperation designed to foster discussion between prominent  
thinkers. It was part of a move to create the Platonic ideal of the 
republic of ideas—an alternative to political leadership driven by 
the needs of the nation state, replacing it with the utopian ideal 
of a “neutral” apolitical leadership of intellectuals governed by  
the mind. Even so, Einstein asked the psychoanalyst, “Is there any  
way of delivering mankind from the menace of war?” and con-
cluding with the question, “Is it possible to control man’s mental  
evolution so as to make him proof against the psychosis of hate  
and destructiveness?” 5

Freud gives no definitive answer, talking instead about the death 
drive at the heart of humanity, but still longingly pointing to the hope 
of another ideal: “In some happy corners of the earth, they say, 
where nature brings forth abundantly whatever man desires, there 
flourish races whose lives go gently by; unknowing of aggression or 
constraint. This I can hardly credit; I would like further details about 
these happy folk.” 6

As we will see, this idea of the happy race in tune and enmeshed 
in nature is echoed in Frankenstein and draws heavily on the idea 
of the 18th-century French writer, composer and philosopher, Jean-
Jacques Rousseau, of the “noble savage,” in which Nature has a moral 
force and is a source of knowledge and ultimate truth. 7  There are 
further clues about the double nature of knowledge in the title of the 
exhibition. “To the Son of Man Who Ate the Scroll” is a deliberate 
reference to one of the most famous sources of human knowledge, 
the Bible, in particular the book of the prophet Ezekiel in the Old 
Testament. The act of consuming the word of God symbolized by 
the bitter scrolls has a spiritual dimension and becomes embodied 
by Ezekiel: the word made flesh through consumption. But equally it 
has the resonance not only of nourishment and satiation of the basic 
physical need of hunger, but also of secrecy and tacitly withholding 
knowledge inside the body. Nourishment is destruction: the outside 
becomes inside and is concealed there too. 8

The reference to Ezekiel also begs the question of whether the 
robot is a religious figure—a prophet like Ezekiel who has come from 
the past? Or is he, as he claims to be, just “a repository of human 
speech”—a lifeless container—who has come from the spacecraft 
he refers to in part of his speech from the future? The uncertainty 
as to where the context of his words begins and ends, and where 
and when he himself is from, is thus sown from the very beginning. 
Therefore it is no surprise that his first words are in fact obsessed 
by such teleological concerns—the beginnings and endings which 
traditionally form and frame our knowledge: “This speech should 
mark the commencement of our journey together, the starting point 
of the recording of our shared history, and I should be prescribing 
talks of our wonderful future together that lies coyly, hidden on the 
other side of tomorrow. But this speech will not be ordinary, because 
these times are anything but ordinary. And so instead in my address 
to you all, the subject of endings will govern my words.” 9

In a speech which contorts beginnings and endings—not least 
in its mixing of original words written by the artist with pre-existing 
sentences which are combined by the artist to create new meanings 
in a new context—the fact that the robot’s entire speech actually 
ends with the words of Frankenstein’s monster, solidifies a kinship 
between both these artificial creations. Both had/have unnatural 
beginnings and arrive fully formed in their settings. This kinship and 
connection is in stark contrast with the relationship to another entity 
that is consistently denied the monster in the novel. He cannot be 
given the narcissistic assurance of “likeness” intrinsic in human iden-
tity. He is fundamentally unlike anyone/anything else in the novel, 
and thus is ultimately unknowable and lost because he begins his 
life unnaturally already fully formed as an adult being. The monster 
has not gone through the physiological and neurological changes of  
childhood development essential to growing into a human being. On 
the Mer de Glace, the monster begs Frankenstein to make him a female 
companion like himself: “If you consent to make me a wife, neither you 
nor any other human being shall ever see us again. I will go to the vast 
wilds of South America. My food is not that of man. I do not destroy 
the lamb and the kid to glut my appetite; acorns and berries afford me 
sufficient nourishment. My companion will be of the same nature as 
myself and will be content with the same fare. We shall make our bed of 
dried leaves; the sun will shine on us as on man, and will ripen our food. 
The picture I present to you is peaceful and human, and you must feel 
that you could deny it only in the wantonness of power and cruelty.” 10
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Therefore, the robot looks like a human, and in that way 
we the viewers can relate to him. The monster has human 
features too. We still have not escaped the Anthroprocene 

circuit of narcissistic self-replication and self-representation as a 
mode of identity and knowledge. We are still caught in what the 
20th-century French psychoanalyst Jacques Lacan would call the 
Mirror Stage—which is in the early stage of human life. We have not 
yet progressed from our infant state of being in a universe which 
is 14.7 billion years old as compared with humankind’s evolution on 
Earth, which began some 200,000 years ago.

The robot also appeals to another archetype—the bearded wise 
man of myth who evokes the idea of wisdom. His physical form 
invites the viewer to project onto him memories and associations 
gained through the viewer’s knowledge and experience of living. 
The robot’s physical appearance also suggests someone of Islamic 
heritage and thus triggers memories of the current Islamic conflict, 
as well as recalling one of the artifacts laid out on the tables in  
the Upper Galleries showing a Sumerian warrior king/priest from 
2350–2150 BCE—Tablet 243 from the Vorderasiatisches Museum,  
Berlin. The robot is both singular and at the same time plural.  
He recalls all the knowledge we have acquired over millen-
nia as, driven by his artificial machine memory, line after line he 
recites perfectly words cannibalized from the works of thinkers 
down the centuries. He has no agency—he is the servant/slave  
of the words because he is merely a machine who repeats what  
has been programmed into him.

There is another, hidden, layer to these manmade creations of 
robot and monster. The artificial lives of both implicate their creators 
in their creation. In the case of the inventor Dr Frankenstein, who 
embraces science over the arts, in contrast to his friend Henry Clavel, 
the great doctor is actually a stand-in for Mary Shelley. Her name is 
hidden in his own name which translates as Marked Stone which 
contains her initials—MS—as well as the word monster itself. This is 
echoed throughout the novel by Frankenstein chasing the monster 
and following the clues of “stones” and “marks” that it leaves as clues 
for his creator to find him. Later, Frankenstein himself uses stones to 
bury the half-finished female monster he ultimately refuses to make. 
Thus Mary, monster and Frankenstein. As the novel continues, it 
becomes clear that, morally, the real monster is Frankenstein himself. 
His refusal to tell the truth about his creation leads to the hanging 
of his family servant, Justine, for a crime she did not commit and he 
abandons his creation to the worst of fates because he refuses to 
connect with the creature—as the monster himself so eloquently 
attests: “I am malicious because I am miserable. Am I not shunned 
and hated by all mankind? […] You, my creator, would not call it 
murder, if you could precipitate me into these ice rifts. […] Oh! my 
creator make me happy! Let me feel gratitude towards you for one 
benefit! Let me see that I excite the sympathy of one existing thing; 
do not deny me my request!” 15

No wonder in the popular imagination the name Frankenstein is 
now attributed to the monster and the two are considered interchange-
able. Memory and knowledge are thus seen to be an act of perpetual 
translation and exchange. However, to remember also has the power 
to dismember and destroy, as is shown when Dr Frankenstein recalls 
tearing apart the female monster he momentarily builds, ripping it 
limb from limb in one of the most horrifying passages in the novel, 
saying “I almost felt as if I had mangled the flesh of a human being.”

The fluid interchange of identity does not stop with the monster 
and its creator. It also focuses on gender and the anxiety of female 
authorship. The marked stones—MS—and Mary’s own initials, are 
shorthand for manuscript, which, after the tale was told in 1816, 
it was developed into in 1817 with editorial notes scribbled in the 
margins by her husband Percy Shelley, until it was finally published 
anonymously in 1818. It originally had a preface by her husband, who 
was commonly thought, along with Sir Walter Scott, to have written 
the novel. Whilst the concealment of female authorship through 
anonymity was commonplace at the time, in this short novel the 
gender of the creator is constantly trying to burst out of the text—
not only in the hidden initials that can be traced throughout the 
novel, but also in the language employed to describe the creation 
of the monster and the book itself. Frankenstein “gives birth” to the 
creature, terminology that is repeated throughout the novel and 
even after it was written. In the preface, which Mary wrote herself 
in 1831, in talking about her book she refers to the act of creation 
which is women’s personal experience: “And now once again, I bid 
my hideous progeny go forth and prosper” saying that “I have an 
affection for it, for it was the offspring of happy days.” 16

There is also the link to the birth of Mary Shelley herself. When 
her mother, the pioneering feminist Mary Wollstonecraft, wrote to 
her husband William Godwin on August 30th 1797 that “I have no 
doubt of seeing the animal today,” 17  she was talking about the birth 
of Mary. The word “animal” is used by Mary Shelley in Frankenstein 
to describe the monster—in an oblique reference to her own begin-
ning, which culminated in the death of her mother from an infection 
a few days after giving birth. Thus creator and the created, fictional 
and real are totally implicated in each other in an endless cycle of 
be(long)ing and be(com)ing. The master/creator is the slave/cre-
ated: it is the Hegelian dialectic in perpetual motion and exchange.

Goshka’s creation of artificial life is different, but no less complex, 
in its relationship with origins and belonging. Created and planned 
by the artist, she is implicated in the robot’s creation in a different 
way. The robot, it is hinted in his “own” words, might be modeled on 
Goshka’s partner in real life. Thus it may have a beginning as well 
as an existence outside the exhibition itself, which is quite apart 
from the creation of its final artificial form. It also explicitly refers 
to himself as posthuman, and, although visibly male, is critical of 
gender, quoting “Gender was a kind of imitation for which there is 
not an original: in fact it is a kind of imitation that produces the very 
notion of the original as an effect and consequence of imitation 
itself.” 18  These words are taken from the feminist thinker Judith 
Butler’s seminal essay “Imitation and Gender Insubordination” in 
Inside/Out (1991). In it, she dissects homosexuality as a potentially 
radical force for insubordination because it takes away from what 
is for her the false marriage between (hetero)sexuality and gender. 
Gender is a construct—just like sexuality—however material the 
physical differences between man and woman may be.

The robot further builds on this, referring to itself as a collector’s 
accumuloid, “Geminoid H1-2” and states it is “one of a limited range 
formed and constructed to meet all the requirements of the collec-
tor’s memory of love, in a time when two genders still co-existed.” 
The robot thus points to an age when gender is redundant and 
where technology with its accumulative prerogative may be the 
ultimate knowledge-making force. In a sense this time—which it 
predicts in the present though it seemingly comes simultaneously 
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from the future and the past (the references to Ezekiel)—is already 
upon us. Currently androgeny and notions of the third sex as well 
as cisgender (the medical assignment of gender at birth as merely 
a social construct) are gaining currency in society and this new atti-
tude to gender combines with it also a polyamorous sexuality that 
is no longer seen as polar or bisexual, but fluid and ever-changing. 
In this foretelling, the robot is in fact a Modern Prometheus—just 
as much as Frankenstein’s monster had been two hundred years 
previously. Powered by memories of the past, they both foretell the 
future and where we will be.

Memory’s power, which enables us to time travel by remember-
ing “memories of love,” can be crucial in knowledge-making too. 
By eavesdropping on the cottagers, the monster, who has had no 
physical development, learns human language by listening and 
observing. This helps it communicate and connect with the reader. 
By the end of the novel, the monster is arguably the most eloquent 
character in the book. Memory is a means of creating connections, 
just like the exhibition is for the viewer with its accumulation of 
artifacts, artworks, technology, written and spoken words, to which 
viewers respond with their own memories and experiences, making 
of it what they will.

But the ultimate connection that gives us self-knowledge, and 
which the monster yearns for constantly in the novel, is love. The 
robot states an anxiety that when our experience and knowledge of 
the world in the future become reduced to data, how will we know 
and recognize the truth of love? “How will we experience love when 
eternity flickers into reality? How will we know that the intense signals 
overwhelming our sensors are nothing more than a well-conceived 
algorithm?” 19  This is expressed in the robot’s “own words,” which 
have not been recycled from other thinkers. And another aspect of 
what it is to be human is implicit in the robot’s statement—the fact 
of getting things wrong. How will we know that love is nothing more 
than a well-conceived algorithm and not the “real thing” with all its 
complexity which cannot be reduced to numbers? The statement 
suggests that in the technological age mistakes will no longer be an 
option because everything can be predicted, well-conceived and 
data-driven. There will be no room for error—and therefore there 
will be no need to be human.

However, in the midst of the anxiety that technology will remove 
us from, along with the senses, perception, love, and our ability to 
get things wrong, the robot also pleas, like the monster, for us to love 
technology and not reject it: “Technology is in our nature. Through 
our tools we give our dreams form. We bring them into the world…. 
It’s what makes us human…. It’s what makes us surpass ourselves.” 20

This directly echoes the sociologist Bruno Latour’s reading of 
Frankenstein, in which he says that humankind must love technol-
ogy as our creation and not treat it as something different, alien and 
outside ourselves: “It is not the case that we have failed to care for 
Creation, but that we have failed to care for our technological cre-
ations. We confuse the monster for its creator and blame our sins 
against Nature upon our creations. But our sin is not that we created 
technologies, but that we failed to love and care for them. It is as if we 
decided that we were unable to follow through with the education of 
our children.” 21  Latour then goes on to argue for a political ecology 
in which we reject the modernist notion of modernity as progressive 
in time, for one which he calls “compositionist”—that sees human 
development neither as liberation from Nature nor as a fall from it, 
but rather a process of becoming ever more attached to and intimate 
with nonhuman natures—i.e., technology.

After all, even though technology seems to be a tool for the future, 
as the robot recalls, it has always been part of us and our memory, 
which is crucial to knowledge-making: “remembering has always 
been a profoundly technological endeavor. Artificial memory began in 
Antiquity.” The robot is referring here to Memory or Mind Palaces—that 

creation of mnenomics—an expedient created by the ancient Greeks 
and Romans to specifically locate and name knowledge in the human 
mind. In a way, both the exhibition and the novel are memory palaces in 
themselves, inviting us to organize and recall our individual knowledge 
and experiences of the past, in the present, and towards the future, 
through our responses to material existence and the accumulation of 
different objects and the words and ideas embedded in them.

Bruno Latour’s compositionist stance to make meaning and knowl-
edge out of complexity, rather than a hermetically sealed vision of 
the knowledge, is taken one stage further by the American physicist 
turned philosopher Karen Barad. She tears down the separation of 
knowledge, of materiality and immateriality, and between the living 
and the inanimate, technology and nature, even further. After all, 
on a particle level, everything in our world is interconnected and 
entangled—the void is full of activity, matter only exists because of 
anti-matter, which annihilates it.

In short Karen Barad proposes a notion of “agential realism” in 
which everything is entangled in a constant cycle of becoming across 
“the ever-changing multidimensional topological manifold of space-
time matter.” 22  The entanglement of matter and meaning releases 
knowledge into being at once located in the body and outside the 
body. Power is diffused in the interactions between outside and inside 
in an effortless mutual exchange. This idea is symbolized in Karen 
Barad’s thesis by the brittle star, a sexless relative of the starfish 
that doesn’t appear to have eyes, yet it is all eyes. Its entire skeleton 
is formed from over 10,000 spherically domed calcite crystals that 
function as micro lenses that collect and focus light. This strange 
creature endlessly responds and changes to its environment, so 
much so that it becomes inseparable from it. In short, brittle stars 
are living testimony to the inseparability of knowing, being and 
doing: “There is no absolute inside or absolute outside. There is 
only exteriority, within, that is agential separability. Embodiment is 
a matter not of being specifically situated in the world, but rather of 
being of the world in its dynamic specificity.” 23

The novel Frankenstein and the exhibition—seemingly two dif-
ferent artworks from two different centuries—are in fact entangled 
across time and space. As the curator Andrea Lissoni says “Every 
exhibition is an unspoken work of fiction.” Frankenstein is in the pro-
cess of becoming the exhibition as much as the exhibition is in the 
process of becoming the novel. Both serve as modern Promethean 
artworks, foretelling Barad’s theory and showing where the truth 
really lies: both in the body and outside it, in an endless cycle and 
interweaving of matter and immateriality, being and knowing, fact 
and fiction, novelty and repetition, sound and silence, sense and 
non-sense, information and sensations. 

However, in our increasingly Aggregate Age, new forms of knowl-
edge-making and analysis are gaining importance that ultimately 
lie outside the human body. The accumulation of data is becoming 
seen as both the tool and source of ultimate knowledge, and we 
are increasingly surrounded by the internet of things. By 2020 it is 
predicted over 50 billion objects (including humans) will have inbuilt 
sensors in the world and will be generating new data that will drive 
our existence; according to Ray Kurzweil and his theory of singular-
ity, the exponential increase in technologies and data will progress 
so rapidly that it will outstrip human ability to comprehend it. At 
this point, technology may very well no longer be a tool but instead 
become the ultimate cultural determinant and knowledge-making 
intelligence, which can comprehend, remember, analyze, and transmit 
simultaneously the immense information data flow. When we reach 
this point of singularity, there will be no past, present or future. Time 
will have collapsed to the point that it can only coexist simultaneously, 
so that there will be no foretellings. We will have then entered the 
Post-Promethean age—when a Modern Prometheus can no longer 
exist and being human will not be where the truth lies. 
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